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SUBJECT:  JOINT SEMI-AUTOMATED FORCE (JSAF)
1.  Purpose.  Provide an overview of JSAF

2.  Echelon Model Supports.  

3.  Introduction.  JSAF is a simulation system that generates entity level platforms such as infantrymen, tanks, ships, airplanes, munitions, buildings, and sensors, which interact at the individual level in a robust synthetic natural environment.  The individual entities are task organized into appropriate units for a given mission and can be controlled as units or single entities.  The synthetic environment is a representation of real world terrain, oceans, and weather conditions that affect the behaviors and capabilities of the synthetic forces.

4.  Background.  The Joint Semi-Automated Forces (JSAF) simulation evolved from the DARPA Synthetic Theater of War (STOW) Advanced Concept Technology Demonstration.  STOW was developed to integrate and transition technologies necessary to demonstrate entity or platform level simulation in support of joint command and staff training, mission rehearsal and other DoD simulation requirements.

The Joint Forces Command (JFCOM) Experimentation Directorate, J9, is now the operational sponsor of JSAF, and makes extensive use of it for Human-in-the-Loop, virtual experiments.  However, the JFCOM J9 is not the only organization to use JSAF.  The U.S. Navy’s Maritime Battle Center uses JSAF as the core simulation for its Fleet Battle Experiments.

5.  Overview.  The JSAF federation is a collection of simulation components that work together to represent the joint battle space.  It includes the following federates:

· JSAF:  The principal federate and the one used to name the federation.

· SLAMEM (Simulation of the Location and Attack of Mobile Enemy Missiles):  A simulation federate that provides representations of a wide variety of sensors, sensor platforms, target recognition, and tracking systems.  It can be run as a JSAF federate, as a constructive simulation standalone, or in other federations.

· DTSim/DTScribe: Two federates that provide a simulation of dynamic terrain (e.g., roads, tank ditches, berms, fighting positions, craters, multi-state buildings and bridges).

· OASES/TAOS: A weather federate, which takes recorded or live uniform or gridded weather and distributes it to the simulations in the JSAF federation.

· Slogger:  A logger federate that records the distributed simulation state either for playback or data analysis

· After Action Review System (AARS):  A data analysis system that can process JSAF Simulation data, both in real time or post exercise.  It produces scoreboard information such as kills, MOP/MOE results, event string representations of simulation events, and filtered data tables for export to external databases and analysis systems like SPSS.  It also supports dynamic queries on the data set and publishes results as web pages.

· MARCI:  A simulation control federate that initializes the entire federation, pauses and resumes simulation execution, saves and restores the simulation state, and monitors hardware and network performance. It also can support software and data distribution to federation components.  One person using this application controls the entire federation regardless of machine numbers or locations.

· Simulation Network News (SNN):  A highly flexible event monitoring federate that is used to summarize events such as weapons fire and damage assessment, print them out, log them, and maintain totals in real time.   This is a significant federate for trainers who require real-time statistics.  

· Open Scene ModStealth:  A 3D viewer federate that allows experimenters to view simulation events in real time. It supports a correlated 3D visual “stealth” view of the battlespace including dynamic terrain, atmospheric phenomena such a smoke, clouds, dust, and illumination.

· Track Database:  A federate used to emulate Common Operating Picture databases.  It provides a track database server that maintains the state of target tracks generated by SLAMEM and JSAF sensors.  In some configurations the federate also provides a gateway to SLAMEM.

· DIS Gateway:  A federate that provides an interface to DIS simulation components, especially interfaces to C4I systems such as MLST3.

· C4I Gateway: A federate that translates CCSIL (Command and Control Simulation Language) messages to OTHGold and JUNIT messages for interfacing to real world C4I systems such as GCCS.

· IVOX:  A system for voice communications via Internet protocols.  It supports player to player and simulation control communications at one site or between multiple sites.

· JCOS (Joint Countermine Operational Simulation) C4I Gateway: This federate links JSAF with the countermine segment of JMCIS.

A functional depiction of a (typical) JSAF design for support of a joint experiment is provided by Figure 1. 
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Figure 1.  UV01 Functional Diagram.

· C4I Gateway – Translates CCSIL messages to OTHGold and JUNIT messages for interfacing to real world C4I systems such as GCCS.

· JCOS (Joint Countermine Operational Simulation) C4I Gateway – Links JSAF with the countermine segment of JMCIS. 

The simulation may be run locally or sites may be distributed on a wide area network. JSAF exercises can include hundreds of federates or a single machine.  

6.  Hardware.  JSAF runs on PC’s under the Linux operating system and is also supported on Sun, SGI, and IBM hardware and is easily ported to most versions of Unix. 

7.  Features and Capabilities.  JSAF is a simulation system that generates entity level platforms, interactions, and behaviors in a robust Synthetic Natural Environment.   All interactions within the battlespace are resolved at entity level, whether the entity in question is an infantryman, a tank, a ship, an airplane, a munition, a building, a sensor, or terrain modifications like tank ditches. The individual entities are task organized into appropriate units for a given mission and can be controlled as units or individual entities using simulation GUI.  

Air based entities are controlled through either task-frame functionality for routine tasks or TacAir Soar, one of the largest real-time “expert” systems ever developed, for highly automated or sophisticated pilot behaviors.  Operators can use both Soar air and task frame controlled aircraft together in an exercise.  In addition to its semi-automated forces, JSAF also supports reduced resolution models for the simulation of entities requiring less intelligence/combat capability; e.g. marshalling forces, civilians, units in transit, etc.  This allows significant scaling; JSAF exercises routinely run over 30,000 entities at a time and it appears 100,000 is easily within the realm of the possible depending on need.  

Command and control behaviors and architectures are realistically simulated, as are sensors, logistics, weapons effects, and entities’ reaction to various combat stimuli.  Interfaces to real world command and control systems are routinely used to drive GCCS, its service variants, the C2PC application, or future variants like XIS. In addition, JSAF has a robust capability to emulate future C4I systems or requirements within the simulation itself.  This has opened a new realm of Human-in-the-Loop experimentation by simulating ACTD type applications before they are fielded.  Manned simulators, or live-instrumented systems may interface with JSAF as required. 
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Figure 2.  UV 01 C4I Architecture.

The synthetic environment is a representation of real world terrain, oceans, and weather conditions that affect the behaviors and capabilities of the synthetic forces; e.g. interactions are effected by line of sight, time of day, weather conditions, cloud cover, currents, tides, water depth, slope, soil conditions, rubble, smoke, etc.
8.  Sources.  

· United States Joint Forces Command: http://elib1.jwfc.jfcom.mil/ (requires username and password)
· JSAF-MBCJSAF v5.6b User’s Guide
9.  Strengths/Considerations.  
· Real world synthetic environment representation

· Multi-resolution entity models allow significant scaling of entity numbers

· Command and control behaviors, logistics, weapons effects, and entities’ reaction to various combat stimuli realistically simulated

· Interfaces to real world command and control systems

· Robust capability to emulate future C4I systems

· Highly automated and sophisticated pilot behaviors via TacAir Soar

· Interface provisions for manned simulators or live-instrumented systems

· Simulation may be run locally or sites may be distributed on a wide area network

· JSAF exercises can scale from a single machine to hundreds

· JSAF runs on PC’s under the Linux operating system and is supported on Sun, SGI, and IBM hardware and is easily ported to most versions of Unix

· The Marine Corps have never validated USMC entities.

· Considerable hardware investment.

· Terrain is produced commercially.

· Exercise database is produced commercially.
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